Methods to assess intended effects of drug treatment in observational studies are reviewed
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Abstract

Background and objective: To review methods that seek to adjust for confounding in observational studies when assessing intended drug effects.

Methods: We reviewed the statistical, economical and medical literature on the development, comparison and use of methods adjusting for confounding.

Results: In addition to standard statistical techniques of (logistic) regression and Cox proportional hazards regression, alternative methods have been proposed to adjust for confounding in observational studies. A first group of methods focus on the main problem of nonrandomization by balancing treatment groups on observed covariates: selection, matching, stratification, multivariate confounder score, and propensity score methods, of which the latter can be combined with stratification or various matching methods. Another group of methods look for variables to be used like randomization in order to adjust also for unobserved covariates: instrumental variable methods, two-stage least squares, and grouped-treatment approach. Identifying these variables is difficult, however, and assumptions are strong. Sensitivity analyses are useful tools in assessing the robustness and plausibility of the estimated treatment effects to variations in assumptions about unmeasured confounders.

Conclusion: In most studies regression-like techniques are routinely used for adjustment for confounding, although alternative methods are available. More complete empirical evaluations comparing these methods in different situations are needed. © 2004 Elsevier Inc. All rights reserved.
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1. Introduction

In the evaluation of intended effects of drug therapies, well-conducted randomized controlled trials (RCTs) have been widely accepted as the scientific standard [1]. The key component of RCTs is the randomization procedure, which allows us to focus on only the outcome variable or variables in the different treatment groups in assessing an unbiased treatment effect. Because adequate randomization will assure that treatment groups will differ on all known and unknown prognostic factors only by chance, probability theory can easily be used in making inferences about the treatment effect in the population under study (confidence intervals, significance). Proper randomization should remove all kinds of potential selection bias, such as physician preference for giving the new treatment to selected patients or patient preference for one of the treatments in the trial [2,3]. Randomization does not assure equality on all prognostic factors in the treatment groups, especially with small sample sizes, but it assures confidence intervals and P-values to be valid by using probability theory [4].

There are settings where a randomized comparison of treatments may not be feasible due to ethical, economic or other constraints [5]. Also, RCTs usually exclude particular groups of patients (because of age, other drug usage or non-compliance); are mostly conducted under strict, protocol-driven conditions; and are generally of shorter duration than...
the period that drugs are used in clinical practice [6,7]. Thus, RCTs typically provide evidence of what can be achieved with treatments under the controlled conditions in selected groups of patients for a defined period of treatment.

The main alternatives are observational studies. Their validity for assessing intended effects of therapies has long been debated and remains controversial [8–10]. The recent example of the potential cardiovascular risk reducing effects of hormone replacement therapy (HRT) illustrates this controversy [11]. Most observational studies indicated that HRT reduces the risk of cardiovascular disease, whereas RCTs demonstrated that HRT increases cardiovascular risk [12]. The main criticism of observational studies is the absence of a randomized assignment of treatments, with the result that uncontrolled confounding by unknown, unmeasured, or inadequately measured covariates may provide an alternative explanation for the treatment effect [13,14].

Along with these criticisms, many different methods have been proposed in the literature to assess treatment effects in observational studies. With all these methods, the main objective is to deal with the potential bias caused by the nonrandomized assignment of treatments, a problem also known as confounding [15].

Here we review existing methods that seek to achieve valid and feasible assessment of treatment effects in observational studies.

2. Design for observational studies

A first group of method of dealing with potential bias following from nonrandomized observational studies is to narrow the treatment and/or control group in order to create more comparable groups on one or more measured characteristics. This can be done by selection of subjects or by choosing a specific study design. These methods can also be seen as only a first step in removing bias, in which case further reduction of bias has to be attained by means of data-analytical techniques.

2.1. Historical controls

Before the introduction and acceptance of the RCT as the gold standard for assessing the intended effect of treatments, it was common to compare the outcome of treated patients with the outcome of historical controls (patients previously untreated or otherwise treated) [16]. An example of this method can be found in Kalra et al. [17]. The authors assessed the rates of stroke and bleeding in patients with atrial fibrillation receiving warfarin anticoagulation therapy in general medical clinics and compared these with the rates of stroke and bleeding among similar patients with atrial fibrillation who received warfarin in a RCT.

Using historical controls as a comparison group is in general a problematic approach, because the factor time can play an important role. Changes of the characteristics of a general population or subgroup over time are not uncommon [18]. Furthermore, there may exist differences in population definitions between different research settings.

2.2. Candidates for treatment

If current treatment guidelines exist, the comparison between the treated and the untreated group can be improved by choosing for the untreated group only those subjects who are candidates for the treatment under study according to these guidelines. As a preliminary selection, this method was used in a cohort study to estimate the effect of drug treatment of hypertension on the incidence of stroke in the general population by selecting candidates on the basis of their blood pressure and the presence of other cardiovascular risk factors [19]. The selection of a cohort of candidates for treatment can also be conducted by a panel of physicians after presenting them the clinical characteristics of the patients in the study [20].

2.3. Comparing treatments for the same indication

When different classes of drugs, prescribed for the same indication, have to be studied, at least some similarity in prognostic factors between treatment groups occurs naturally. This strategy was used in two case–control studies to compare the effects of different antihypertensive drug therapies on the risks of myocardial infarction and ischemic stroke [21,22]. Only patients who used antihypertensive drugs for the indication hypertension were included in these studies (and also some subgroups that had other indications such as angina for drugs that can be used to treat high blood pressure were removed).

2.4. Case–crossover and case–time–control design

The use of matched case–control (case–referent) studies when the occurrence of a disease is rather rare is a well-known research design in epidemiology. This type of design can also be adopted when a strong treatment effect is suspected [23] or when a cohort is available from which the subjects are selected (nested case–control study) [24]. Variations of this design have been proposed to control for confounding due to differences between exposed and unexposed patients. One such variant is the case–crossover study, in which event periods are compared with control periods within cases of patients who experienced an event. This study design may avoid bias resulting from differences between exposed and nonexposed patients, but variations in the underlying disease state within individuals could still confound the association between treatment and outcome [25]. An extension of this design is the case–time–control design, which takes also into account changes of exposure levels over time. With this design and with certain assumptions confounding due to time trends in exposure can be removed, but variations in the severity of disease over time within individuals, although probably correlated with exposure
levels, cannot be controlled [26–28]. In a study comparing
the effect of high and moderate β-antagonist use on the risk
of fatal or near-fatal asthma attacks, the odds ratio (OR)
from a case–time control analysis controlling for time trends
in exposure, turned out to be much lower (OR = 1.2, 95%
confidence interval, CI95%, = 0.5–3.0) than in a conventional
case–control analysis (OR = 3.1, CI95% = 1.8–5.4) [27].

Advantages of these designs in which each subject is
its own control, are the considerably reduced intersubject
variability and the exclusion of alternative explanations from
possible confounders. These methods are on the other hand
of limited use, because for only some treatments the outcome
can be measured at both the control period and the event
period, and thereby excluding possible carryover effects.

3. Data-analytical techniques

Another group of bias reducing methods are the data-
analytical techniques, which can be divided into model-
based techniques (regression-like methods) and methods
without underlying model assumptions (stratification and
matching).

3.1. Stratification and matching

Intuitive and simple methods to improve the comparison
between treatment groups in assessing treatment effects, are
the techniques of stratification (subclassification) and matching
on certain covariates as a data analytical technique. The
limitations and advantages of these methods are in general
the same. Advantages are (i) clear interpretation and commu-
nication of results, (ii) direct warning when treatment groups
do not adequately overlap on used covariates, and (iii) no
assumptions about the relation between outcome and covari-
ates (e.g., linearity) [29,30]. The main limitation of these
techniques is, that in general only one or two covariates or
rough strata or categories are possible. More covariates will
easily result in many empty strata in case of stratification
and many mismatches in case of matching. Another disad-
vantage is that continuous variables have to be classified,
using (mostly) arbitrary criteria.

These techniques can easily be combined with methods
like propensity scores and multivariate confounder score,
as will be discussed below, using the advantages of clear
interpretation and absence of assumptions about func-
tional relationships.

3.2. Asymmetric stratification

A method found in the literature that is worth mentioning,
is asymmetric stratification [31]. Compared to cross-stratifi-
cation of more covariates, in this method each stratum of
the first covariate is subdivided by the covariate that have
highest correlation with the outcome within that stratum.
For instance, men are subdivided on the existence of diabetes
mellitus because of the strongest relationship with the risk
of a stroke, and women are subdivided by the history of a
previous cardiovascular disease. By pooling all treatment
effects in the strata in the usual way, a corrected treatment
effect can be calculated. Although by this method more
covariates can be handled than with normal stratification,
most of them will be partly used. We are unaware of any
medical study in which this method has been used.

3.3. Common multivariable statistical techniques

Compared to selection, restriction, stratification, or
matching, more advanced multivariable statistical tech-
niques have been developed to reduce bias due to differences
in prognosis between treatment groups in observational stud-
ies [32]. By assessing a model with outcome as the dependent
and type of treatment as the independent variable of inter-

test, many prognostic factors can be added to the analysis to
adjust the treatment effect for these confounders. Well known
and frequently used methods are multivariable linear regres-
sion, logistic regression, and Cox proportional hazards
regression (survival analysis). Main advantage over earlier
mentioned techniques is that more prognostic variables,
quantitative and qualitative, can be used for adjustment, due
to a model that is imposed on the data. It’s obvious that also
in these models the number of subjects or the number of
events puts a restriction on the number of covariates; a
ratio of 10–15 subjects or events per independent variable
is mentioned in the literature [33,34].

An important disadvantage of these techniques when used
for adjusting a treatment effect for confounding, is the danger
of extrapolations when the overlap on covariates between
treatment groups is too limited. While matching or stratifica-
tion gives a warning or breaks down, regression analysis
will still compute coefficients. Mainly when two or more
covariates are used, a check on adequate overlap of the joint
distributions of the covariates will be seldom performed.
The use of a functional form of the relationship between
outcome and covariates is an advantage for dealing with
more covariates, but have its drawback, mainly when treat-
ment groups have different covariate distributions. In that
case, the results are heavily dependent on the chosen relation-
ship (e.g., linearity).

3.4. Propensity score adjustment

An alternative way of dealing with confounding caused
by nonrandomized assignment of treatments in cohort
studies, is the use of propensity scores, a method developed
by Rosenbaum and Rubin [35]. D’Agostino [36] found that
“the propensity score for an individual, defined as the condi-
tional probability of being treated given the individual’s
covariates, can be used to balance the covariates in observa-
tional studies, and thus reduce bias.” In other words, by this
method a collection of covariates is replaced by a single
covariate, being a function of the original ones. For an indi-
vidual \( i (i = 1, \ldots, n) \) with vector \( \mathbf{x}_i \) of observed covariates,
the propensity score is the probability \( e(x_i) \) of being treated \((Z_i = 1)\) versus not being treated \((Z_i = 0)\):

\[
e(x_i) = \Pr(Z_i = 1|X_i = x_i)
\]  

(1)

where it is assumed that the \( Z_i \) are independent, given the \( X_i \).

By using logistic regression analysis, for instance, for every subject a probability (propensity score) is estimated that this subject would have been treated, on the basis of the measured covariates. Subjects in treatment and control groups with (nearly) equal propensity scores will tend to have the same distributions of the covariates used and can be considered similar. Once a propensity score has been computed, this score can be used in three different ways to adjust for the uncontrolled assignment of treatments: (i) as a matching variable, (ii) as a stratification variable, and (iii) as a continuous variable in a regression model (covariance adjustment). Examples of these methods can be found in two studies of the effect of early statin treatment on the short-term risk of death [37,38].

The most preferred methods are stratification and matching, because with only one variable (the propensity score) the disadvantages noted in section 3.1 disappear and the clear interpretation and absence of model-based adjustments remain as the main advantages. When classified into quintiles or deciles, a stratified analysis on these strata of the propensity score is most simple to adopt. Within these classes, most of the bias due to the measured confounders disappears. Matching, on the other hand, can be much more laborious because of the continuous scale of the propensity score. Various matching methods have been proposed. In all these methods, an important role is given to the distance matrix, of which the cells are most often defined as simply the difference in propensity score between treated and untreated patients. A distinction between methods can be made between pair-matching (one treated to one untreated patient) and matching with multiple controls (two, three, or four). The latter method should be used when the number of untreated patients is much greater than the number of treated patients; an additional gain in bias reduction can be reached when a variable number per pair, instead of a fixed number, is used [39]. Another distinction can be made between greedy methods and optimal methods. A greedy method selects at random a treated patient and looks for an untreated patient with smallest distance to form a pair. In subsequent steps, all other patients are considered for which a match can be made within a defined maximum distance. An optimal method, on the other hand, takes the whole distance matrix into account to look for the smallest total distance between all possible pairs. An optimal method combined with a variable number of controls should be the preferred method [40].

The method of propensity scores was evaluated in a simulation study, and it was found that the bias due to omitted confounders was of similar magnitude as for regression adjustment [41]. The bias due to misspecification of the propensity score model was, however, smaller than the bias due to misspecification of the multivariable regression model. Therefore, propensity score adjustment is less sensitive to assumptions about the functional form of the association of a particular covariate with the outcome (e.g., linear or quadratic) [35]. Recently, the propensity score method was compared to logistic regression in a simulation study with a low number of events and multiple confounders [42]. With respect to the sensitivity of the model misspecification (robustness) and empirical power, the authors found the propensity score method to be superior overall. With respect to the empirical coverage probability, bias, and precision, they found the propensity score method to be superior only when the number of events per confounder was low (say, 7 or less). When there were more events per confounder, logistic regression performs better on the criteria of bias and coverage probability.

3.5. Multivariate confounder score

The multivariate confounder score was suggested by Miettinen [43] as a method to adjust for confounding in case–control studies. Although Miettinen did not specifically propose this method to adjust for confounding in studies of intended effects of treatment, the multivariate confounder score is very similar to the propensity score, except that the propensity score is not conditional on the outcome of interest, whereas the multivariate confounder score is conditional on not being a case [43].

The multivariate confounder score has been evaluated for validity [44]. Theoretically and in simulation studies, this score was found to exaggerate significance, compared to the propensity score. The point estimates in these simulations were, however, similar for propensity score and multivariate confounder score.

3.6. Instrumental variables

A technique widely used in econometrics, but not yet generally applied in medical research, is the use of instrumental variables (IV). This method can be used for the estimation of treatment effects (the effect of treatment on the treated) in observational studies [45] as an alternative to making causal inferences in RCTs. In short, an instrumental variable is an observable factor associated with the actual treatment but not directly affecting outcome. Unlike standard regression models, two equations are needed to capture these relationships:

\[
D_i = \alpha_0 + \alpha_i Z_i + \nu_i
\]  

(2)

\[
Y_i = \beta_0 + \beta_1 D_i + \epsilon_i
\]  

(3)

where \( Y_i \) is outcome, \( D_i \) is treatment, \( Z_i \) is the instrumental variable or assignment, and \( \alpha_i \neq 0 \). Both treatment \( D \) and assignment \( Z \) can be either continuous or dichotomous. In case of a dichotomous \( D \), equation (2) can be written as \( D_i^* = \alpha_0 + \alpha_i Z_i + \nu_i \), where \( D_i^* \) is a latent index \( (D_i^* > 0 \rightarrow D_i = 1; \text{otherwise } D_i = 0) \).
By equation (2), it is explicitly expressed that it is unknown how treatments are assigned (at least we know it was not random) and that we like to explain why one is treated and the other is not by a variable Z. Substituting equation (2) into (3) gives:

\[ Y_i = (\hat{\beta}_0 + \hat{\beta}_1 \alpha_{i0}) + \hat{\beta}_1 \alpha_{i1} Z_i + (\hat{\beta}_1 v_i + \epsilon_i) \]  

(4)

The slope \( \hat{\beta}_1 \alpha_{i1} \) can be estimated by least squares regression and is, when Z is dichotomous, the difference in outcome between \( Z = 0 \) and \( Z = 1 \) (i.e., the intention-to-treat estimator). In order to estimate the direct treatment effect \( \beta_1 \) of treatment D on outcome Y, this estimator \( \hat{\beta}_1 v_{i1} \) must be divided by \( \alpha_{i1} \), the effect of Z on D from equation (2). As an illustration, it can be seen that in case of a perfect instrument (e.g., random assignment), a perfect relationship exists between Z and D and the parameter \( \alpha_{i1} = 1 \), in which case the intention-to-treat estimator and the instrumental variable estimator coincide. By using two equations to describe the problem, the implicit but important assumption is made that Z has no effect on outcome Y other than through its effect on treatment D (\( \text{cov}[Z, \epsilon_i] = 0 \)). Other assumptions are that \( \alpha_{i1} \neq 0 \) and that there is no subject i “who does the opposite of its assignment” [46]. This is illustrated in the following example.

One of the earliest examples of the use of instrumental variables (simultaneous equations) in medical research was in the study of Permutt and Hebel [47], where the effect of smoking on birth weight was studied. The treatment consisted of encouraging pregnant women to stop smoking. The difference in mean birth weight between the treatment groups, the intention-to-treat estimator (\( \hat{\beta}_1 \alpha_{i1} \)), was found to be 92 g, whereas the difference in mean cigarettes smoked per day was –6.4. This leads to an estimated effect \( \beta_2 \) of 92/–6.4 = 15, meaning an increase of 15 g in birth weight for every cigarette per day smoked less. The assumption that the encouragement to stop smoking (Z) does not affect birth weight (Y) other than through smoking behavior seems plausible. Also the assumption that there is no woman who did not stop smoking because she was encouraged to stop, is probably fulfilled.

Another example of the use of an instrumental variable can be found in the study of McClellan et al. [48], where the effect of cardiac catheterization on mortality was assessed. The difference in distance between their home and the nearest hospital that performed cardiac catheterizations and the nearest hospital that did not perform this procedure, was used as an instrumental variable. Patients with a relatively small difference in distance to both types of hospitals (<2.5 miles) did not differ from patients with a larger difference in distance to both types of hospitals (>2.5 miles) with regard to observed characteristics such as age, gender, and comorbidity; however, patients who lived relatively closer to a hospital that performed cardiac catheterizations more often received this treatment (26%) compared to patients who lived farther away (20%). Thus, the differential distance affected the probability of receiving cardiac catheterization, whereas it could be assumed that differential distance did not directly affect mortality.

As stated above, the main limitation of instrumental variables estimation is that it is based on the assumption that the instrumental variable only affects outcome by being a predictor for the treatment assignment and no direct predictor for the outcome (exclusion restriction). This assumption is difficult to fulfill; more important, it is practically untestable. Another limitation is that the treatment effect may not be generalizable to the population of patients whose treatment status was not determined by the instrumental variable. This problem is similar to that seen with RCTs, where estimated treatment effects may not be generalizable to a broader population. Finally, when variation in the likelihood of receiving a particular therapy is small between groups of patients based on an instrumental variable, differences in outcome due to this differential use of the treatment may be very small and, hence, difficult to assess.

### 3.7. Simultaneous equations and two-stage least squares

The method just described as instrumental variables is in fact a simple example of the more general methods of simultaneous equations estimation, widely used in economics and econometrics. When there are only two simultaneous equations and regression analysis is used this method is also known as two-stage least squares (TSLS) [49]. In the first stage treatment D is explained by one or more variables that do not directly influence the outcome variable Y. In the second stage this outcome is explained by the predicted probability of receiving a particular treatment, which is adjusted for measured and unmeasured covariates. An example of this method is used to assess the effects of parental drinking on the behavioral health of children [50]. Parental drinking (the treatment) is not randomized, probably associated with unmeasured factors (e.g., parental skills) and estimated in the first stage by exogenous or instrumental variables that explain and constrain parents drinking behavior (e.g., price, number of relatives drinking).

Because the method of simultaneous equations and two-stage least squares covers the technique of instrumental variables, the same assumptions and limitations can be mentioned here. We have chosen to elaborate the instrumental variables approach, because in the medical literature these type of methods are more known under that name.

### 3.8. Ecologic studies and grouped-treatment effects

Ample warning can be found in the literature against the use of ecologic studies to describe relationships on the individual level (the ecologic fallacy); a correlation found at the aggregated level (e.g., hospital) cannot be interpreted as a correlation at the patient level. Wen and Kramer [51], however, proposed the use of ecologic studies as a method to deal with confounding at the individual level when intended treatment effects have to be estimated. In situations
where considerable variation in the utilization of treatments across geographic areas independent of the severity of disease but mainly driven by practice style, the “relative immunity from confounding by indication may outweigh the ‘ecologic fallacy’” by performing an ecologic study [51]. Of course, such ecologic studies have low statistical power by the reduced number of experimental units and tell us little about the individuals in the compared groups. Moreover, Naylor [52] argues that the limitations of the proposed technique in order to remove confounding by indication are too severe to consider an aggregated analysis as a serious alternative when individual level data are available.

An alternative method described in the literature is known as the grouped-treatment approach. Keeping the analysis at the individual level, the individual treatment variable will be replaced by an ecological or grouped-treatment variable, indicating the percentage of treated persons at the aggregated level [53]. With this method the relative immunity for confounding by indication by an aggregated analysis is combined with the advantage of correcting for variation at the individual level. In fact this method is covered by the method of two-stage least squares, where in the first stage more variables are allowed to assess the probability of receiving the treatment. This method faces the same assumptions as the instrumental variables approach discussed earlier. Most important is the assumption that unmeasured variables do not produce an association between prognosis and the grouped-treatment variable, which in practice will be hard to satisfy.

4. Validations and sensitivity analyses

Horwitz et al. [54] proposed to validate observational studies by constructing a cohort of subjects in clinical practice that is restricted by the inclusion criteria of RCTs. Similarity in estimated treatment effects from the observational studies and the RCTs would provide empirical evidence for the validity of the observational method. Although this may be correct in specific situations [17,55], it does not provide evidence for the validity of observational methods for the evaluation of treatments in general [8].

To answer the question whether observational studies produce similar estimates of treatment effects compared to randomized studies, several authors have compared the results of randomized and nonrandomized studies for a number of conditions, sometimes based on meta-analyses [56–58]. In general, these reviews have concluded that the direction of treatment effects assessed in nonrandomized studies is often, but not always, similar to the direction of the treatment effects in randomized studies, but that differences between nonrandomized and randomized studies in the estimated magnitude of treatment effect are very common. Trials may under- or overestimate the actual treatment effect, and the same is true for nonrandomized comparison of treatments. Therefore, these comparisons should not be interpreted as true validations.

A sensitivity analysis can be a valuable tool in assessing the possible influence of an unmeasured confounder. This method was probably first used by Cornfield et al. [59] when they attacked Fisher’s [60] hypothesis that the apparent association between smoking and lung cancer could be explained by an unmeasured genetic confounder related to both smoking and lung cancer. The problem of nonrandomized assignment to treatments in observational studies can be thought of as a problem of unmeasured confounding factors. Instead of stating that an unmeasured confounder can explain the treatment effect found, sensitivity analyses try to find a lower bound for the magnitude of association between that confounder and the treatment variable. Lin et al. [61] developed a general approach for assessing the sensitivity of the treatment effect to the confounding effects of unmeasured confounders after adjusting for measured covariates, assuming that the true treatment effect can be represented in a regression model. The plausibility of the estimated treatment effects will increase if the estimated treatment effects are insensitive over a wide range of plausible assumptions about these unmeasured confounders.

5. Summary and discussion

Although randomized clinical trials remain the gold standard in the assessment of intended effects of drugs, observational studies may provide important information on effectiveness under everyday circumstances and in subgroups not previously studied in RCTs. The main defect in these studies is the incomparability of groups, giving a possible alternative explanation for any treatment effect found. Thus, focus in such studies is directed toward adjustment for confounding effects of covariates.

Along with standard methods of appropriate selection of reference groups, stratification and matching, we discussed multivariable statistical methods such as (logistic) regression and Cox proportional hazards regression to correct for confounding. In these models, the covariates, added to a model with ‘treatment’ as the only explanation, give alternative explanations for the variation in outcome, resulting in a corrected treatment effect. In fact, the main problem of balancing the treatment and control groups according to some covariates has been avoided. A method that more directly attacks the problem of imbalance between treatment and control group, is the method of propensity scores. By trying to explain this imbalance with measured covariates, a score is computed which can be used as a single variable to match both groups. Alternatively, this score can be used as a stratification variable or as a single covariate in a regression model.

In all these techniques, an important limitation is that adjustment can only be achieved for measured covariates, implicating possible measurement error on these covariates (e.g., the severity of a past disease) and possible omission of other important, unmeasured covariates. A method
not limited by these shortcomings is a technique known as *instrumental variables*. In this approach, the focus is on finding a variable (the instrument) that is related to the allocation of treatments, but is related to outcome only because of its relation to treatment. This technique can achieve the same effect as randomization in bypassing the usual way in which physicians allocate treatment according to prognosis, but its rather strong assumptions limit its use in practice. Related techniques are *two-stage least squares* and the *grouped-treatment approach*, sharing the same limitations. All these methods are summarized in Table 1.

Given the limitations of observational studies, the evidence in assessing intended drug effects from observational studies will be in general less convincing than from well conducted RCTs. The same of course is true when RCTs are not well conducted (e.g., lacking double blinding or exclusions after randomization). This means that due to differences in quality, size or other characteristics disagreement among RCTs is not uncommon [62,63]. In general we subscribe to the view that observational studies including appropriate adjustments are less suited to assess new intended drug effects (unless the expected effect is very large), but can certainly be valuable for assessing the long-term beneficial effects of drugs already proven effective in short-term RCTs. For instance, the RCTs of acetylsalicylic acid that demonstrated the beneficial effects in the secondary prevention of coronary heart disease were of limited duration, but these drugs are advised to be taken lifelong. Another purpose of observational studies is to investigate the causes of interindividual variability in drug response. Most causes of variability in drug response are unknown. Observational studies can also be used to assess the intended effects of drugs in patients that were excluded from RCTs (e.g., very young patients, or patients with different comorbidities and polypharmacy), or in patients that were studied in RCTs but who might still respond differently (e.g., because of genetic differences).

Comparison between the presented methods to assess adjusted treatment effects in observational studies is mainly based on theoretical considerations, although some empirical evidence is available. A more complete empirical evaluation that compares the different adjustment methods with respect to the estimated treatment effects under several conditions will be needed to assess the validity of the different methods. Preference for one method or the other can be expressed in terms of bias, precision, power, and coverage probability of the methods, whereas the different conditions can be defined by means of, for instance, the severity of the disease, the number of covariates, the strength of association between covariates and outcome, the association among the covariates, and the amount of overlap between the groups. These empirical evaluations can be performed with existing databases or computer simulations. Given the lack of empirical evaluations for comparisons of the different methods and the importance of the assessment of treatment effects in

<table>
<thead>
<tr>
<th>Method</th>
<th>Used</th>
<th>Strengths</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Design approaches</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Historical controls</td>
<td>Infrequently</td>
<td>• Easy to identify comparison group</td>
<td>• Treatment effect often biased</td>
</tr>
<tr>
<td>Candidates for treatment</td>
<td>Infrequently</td>
<td>• Useful for preliminary selection</td>
<td>• Difficult to identify not treated candidates</td>
</tr>
<tr>
<td>Treatments for the same indication</td>
<td>Infrequently, when possible</td>
<td>• Similarity of prognostic factors</td>
<td>• Only useful for diseases treated with several drugs</td>
</tr>
<tr>
<td><strong>Data-analytical approaches</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case–crossover and case–time–control designs</td>
<td>Infrequently</td>
<td>• Reduced variability by intersubject comparison</td>
<td>• Only useful to assess time-limited effects</td>
</tr>
<tr>
<td>Stratification and (weighted) matching</td>
<td>Frequently</td>
<td>• Clear interpretation / no assumptions</td>
<td>• Possible crossover effects</td>
</tr>
<tr>
<td><strong>Asymmetric stratification</strong></td>
<td>Not used</td>
<td>• Clarity of incomparability on used covariates</td>
<td>• Only a few covariates or rough categories can be used</td>
</tr>
<tr>
<td><strong>Common statistical techniques:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>regression, logistic regression, survival analysis</td>
<td>Standard, very often</td>
<td>• More covariates than with normal stratification</td>
<td>• Focus is not on balancing groups</td>
</tr>
<tr>
<td>Propensity scores</td>
<td>More often</td>
<td>• More covariates than matching or stratification</td>
<td>• Adequate overlap between groups</td>
</tr>
<tr>
<td><strong>Multivariate confounder score</strong></td>
<td>Scarcely</td>
<td>• Easy to perform</td>
<td>• difficult to assess</td>
</tr>
<tr>
<td><strong>Ecologic studies</strong></td>
<td>Scarcely</td>
<td>• Many covariates possible</td>
<td>• Performs better with only a few number of events per confounder</td>
</tr>
<tr>
<td>Instrumental variables (IV), two-stage least squares; grouped-treatment effects</td>
<td>Infrequently</td>
<td>• Large differences per area are needed</td>
<td>• Exaggerates significance</td>
</tr>
</tbody>
</table>

| **Table 1** | Strengths and limitations of methods to assess treatment effects in nonrandomized, observational studies |

Notes:
- **Design approaches**
  - Treatment effect often biased
  - Difficult to identify not treated candidates
  - Only useful for diseases treated with several drugs
  - Only effectiveness of one drug compared to another
  - Only useful to assess time-limited effects
  - Possible crossover effects

- **Data-analytical approaches**
  - Only a few covariates or rough categories can be used
  - Reduced variability by intersubject comparison

- **Common statistical techniques**
  - Focus is not on balancing groups
  - Adequate overlap between groups
  - Many covariates possible

- **Multivariate confounder score**
  - Less insensitive to misspecification

- **Ecologic studies**
  - Immune to confounding by indication

- **Instrumental variables (IV)**
  - Large differences per area are needed
  - Difficult to identify instrumental variable(s)
  - Strong assumption that IV is unrelated with factors directly affecting outcome

- **Survival analysis**
  - Easy to perform difficult to assess

- **Ecologic studies**
  - Immune to confounding by indication

- **Instrumental variables (IV)**
  - Large differences per area are needed
  - Difficult to identify instrumental variable(s)
  - Strong assumption that IV is unrelated with factors directly affecting outcome
observational studies, more effort should be directed toward these evaluations.
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